
Figure 6.2: Training data statistics for 500 languages, sorted as descending order of English token
count, obtained after deduplication and �ltering (see Section 6.3.1). The full name for these ISO
639-3 codes can be looked up usingMTD���, e.g. mtdata-iso eng.

performing model is a 768 dimensional model with 12 attention heads, 9 encoder layers, 6 decoder
layers, feed-forward dimension of 2048, dropout and label smoothing at 0.1, using 512, 000 and
64, 000 BPE types as source and target vocabularies, respectively. The decoder’s input and output
embeddings are shared. Since some English sentences are replicated to align with many sentences
from di�erent languages (e.g. the Bible corpus), BPE merges are learned from the deduplicated
sentences using NLC����. Our best performing model is trained with an e�ective batch size of
about 720,000 tokens per optimizer step. Such big batches are achieved by using mixed-precision
distributed training on 8 NVIDIA A100 GPUs with gradient accumulation of 5 mini-batches, each
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